THE CAST

People sit in front of me
HADOOP and ask me to read/write data
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SYSTEM
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CLIENT NAMENODE

There is only ONE of me..

..and I coordinate
FILE everything around here

We store data..
.there are MANY of us
sometimes even thousands!

moid

DATANODES iw

WRITING DATA IN HDFS CLUSTER

BLOCK AND REPLICATION

REQUEST FROM USER

Ah yes.. please:
a) divide the data
in 128MB blocks
b) copy each block
in three places

Let's start with writing some data..
--are you not

forgetting

Mr. Client, please write something?

200 MB data for me

, L
It'll be my pleasure. o

A good client always knows
these two things:

BLOCKSIZE: large file is divided
in blocks (usually 64 or 128 MB)

REPLICATION FACTOR:
each block is stored in
multiple locations (usually 3)

ASK NAMENODE

NAMENODE ASSIGNS DATANODES

DIVIDE FILE INTO BLOCKS

XXXXXXXXXXX
XXXXXXXXXXX
XXXXXXXXXXX Lets work on

XXXXXXXXXXX i
B the first block
XXXXXXXXXXX first

XXXXXXXXXXX

XXXXXXXXXXX
XXXXXX

Mr. Namenode: please help
me write a 128MB block
with replication of 3

First-- I divide the
big file into blocks
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—

Replication 3.. Hmm..
need to find 3 datanodes
for this client

P
4 How do I do that? '
| Will tell you some other time

s

CLIENT STARTS WRITING DATA

Here you go buddy..
Addresses of three datanodes.
T have also sorted them
in increasing distance from you

I send my data (and the list) to
first datanode only

I store the data
in hard drive, and--

T Datanode 1, Datanode 2, Datanode 3

WHILE T am recieving
data, I forward the same
data to the next datanode
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I'll do the same

what previous guy did T am the last

in chain..

TA..DA.. REPLICATION PIPELINE

INFORM NAMENODE WHEN DONE

Once all data (for
this block) is
written to hard disk
send DONE to namenode

Block successfully stored
and replicated in HDFS

When I am done with a block,
I repeat the same steps
with remaining blocks

WHEN ALL BLOCKS ARE WRITTEN..

All blocks written,
please close file

Case closed !l
NOW I store all meta

I divided the file in blocks--

--for each block,
I provided address
of datanodes--

--we stored data via
Replication Pipeline

information in persistent
storage (hard w

READING DATA IN HDFS CLUSTER

REQUEST FROM USER

CONTACT NAMENODE FIRST..

Weriting file in HDFS -- check.
What about reading them?
Let's ask the client again..

Mr. Client, please read
this file for me..

Please give me info
on this file

M|
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T reply (a) list of all blocks
for this file, (b) list of
datanodes for each block

(sorted by distance from client)

Block 1: at DN x1, y1, z1

Block 2: at DN x2,y2, z2

Block 3: at DN x3, y3, z3
...and so on...

Now I know how many
blocks to download, and
the datanodes where each
block is stored

So I download each block,
in turn, like so --

DOWNLOAD DATA

Download data from the nearest
datanode (the first in list)

Please give me block n‘

DATA for block n

Umm.. Question --
What happens when
the datanode is dead,
or does not have the data,
or the data is corrupted ...

Actually, HDFS can very elegantly
handle these faults and more
as we will see next --




FAULT TOLERANCE IN HDFS. PART I: TYPES OF FAULTS AND THEIR DETECTION

FAULT I: NODE FAILURE

FAULT II: COMMUNICATION FAILURE

FAULT III: DATA CORRUPTION

There are typically three kinds of faults:
The first is NODE FAILURE

Goodbye,
i cruel world ;

Second is COMMUNICATION FAILURE
(cannot send and receive data)

- ~

ll\wher‘e IS everybody? )
/

\\

Third is DATA CORRUPTION

Data can be corrupted while
sending over network

i

Or corrupted while it is
stored in hard disks

DETECTION #1: NODE FAILURES

NOTE: A\
If Namenode is dead,
the entire cluster is dead!
Namenode is the SINGLE
POINT OF FAILURE
Instead, let's focus on

how datanode failures
are detected

==

We send HEARTBEAT
message every 3 seconds.
This is our way of
saying we are alive

s *
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/(I may be ALIVE and \\

\

If I don't get a message
in 10 minutes, the
datanode is dead to me

~
\

there was only a
network failure, but
the namenode treats

. both as same)
N\

DETECTION #2: NETWORK FAILURES

DETECTION #3: CORRUPTED DATA

Whenever data is sent,
an ACK is replied by the reciever

Checksum is sent along with
transmitted data

’Checksum

If the ACK is not received (after several
retries), the sender assumes that the host
is dead, or the network has failed

Moreover, when I store
data in hard disks,

WO store the checksum

_Checksum_

Periodically, all datanodes
send BLOCKREPORT to
the namenode

List of all
blocks I have

Before sending block report
I check if checksums are ok.
I don't send info for
blocks that are corrupted

I have
four blocks

I thought he had five
blocks.. so one
block is corrupted

RECAP: HEARTBEAT MESSAGES AND BLOCK REPORTS

We send heartbeats every
3 seconds to say we are alive

HEARTBEAT

BLOCK
REPORT

We send block reports
and we skip blocks
that are corrupted

(which is how the
namenode will know
which blocks are lost)




FAULT TOLERANCE IN HDFS. PART II: HANDLING READING AND WRITING FAILURES

HANDLING WRITE FAILURES f h datanod i
oreover, each datanode replies . .
One thing I should have said earlier.. back aanCKJ\or.‘r if\Ch pa(;k_i’r to So,c;fl‘:;a:gget %el:n:w(/:'f’rs ;f‘gz':]csfme
I write the block in smaller data contirm That They got ! T adjust the pipeline to skip him
units (usually 64KB) called "packets"

e

,
Remember replication pipleline?

Here's the adjusted piPeline. If one datanode is dead,
Note that the block will be Remember, when I asked for I read from the others in the list
"under replicated", but the namenode

! location of a block, the
will take care of that later on namenode gave me

locations of all datanodes Got Data? No?
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UNDER REPLICATED BLOCKS
First-- I must tell you

about the two tables I keep.. ~ I con‘rin:ously;pia’re these
wo tables--

. I scan the first list (list
List of Blocks _If Ifind ablock on a datanode of blocks) periodically, and see if
Block 1 - stored at DN1, DN2, DN3 is corrupted, I update first table

. o there are blocks that
Block 2 - stored at DN1, DN4, DN5 (by removing bad DN from block's list) are not replicated properly

List of Datanodes . .
Datanode 1 - has block 1, 2, . And if I find that a datanode

Datanode 2 - has block 1. 5, . has died, I update both tables These are called "under replica’red'w

For all und licated block Could you copy the Umm.. one more question: All of
IOZS(L o(irrllneirc—jr;izrl\g?jees to ngf,’ block from that datanode this works if there is atleast one valid
ight?
them from datanodes that copy of the block somewhere.. right?
have the replica Hey, I need to
copy a block from you

That's correct. HDFS cannot
guarantee that atleast one
replica will always survive.

But it tries it best by smartly
selecting replica locations,

as we will see next --




REPLICA PLACEMENT STRATEGY

Remember I promised to tell
you how I select datanode

RACKS AND DATANODES

SELECTING FIRST REPLICA LOCATION

The cluster is divided into RACKS
Each rack has multiple datanodes

locations for storing the
replicas of a block?

Hang tight.. here it goes..

Rack1|  [RackZ  |Rack3|

7

First replica location is simple:

If the writer is a member of cluster,
it is selected as first replica

Otherwise some random
datanode is selected

NEXT TWO REPLICA LOCATIONS

SUBSEQUENT REPLICA LOCATIONS

Pick a different rack than first replica's
Select two different datanode on that rack

first replica next two replicas

Pick any random datanode,
if it satisfies these two conditions:

Only one replica per datanode

Max two
replicas
per rack

Please note the fine print: sometimes

those two conditions cannot be satisfied,
in which case they are .. ahem.. ignored
(convenient eh?)

Also, HDFS allows you use your
own placement algorithm.
So if you know a better
algorithm, don't be shy now...

| WHERE TO 60 FROM HERE?

I do a lot of other things
as well.. read more
about me at websites and books..

Or best of all,
install and run HDFS
and see for yourselfl!

We do more than store data.
We can run "Map-Reduce" jobs
Read about map reduce
in our next comics




